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Figure 1. We present an approach for modifying the appearance of real-world objects by displaying virtual contents in their surroundings. We modify
the size of object such as the book (left, enlarged in width and height). A set of keys is virtually raised and tilted by placing them on a rendered ramp
(middle). The transparent bottle is augmented with virtual colors to remind users to stay hydrated. All graphics are rendered on a horizontal display
which the objects are placed on. All images in the paper are photographs from our working prototype.

ABSTRACT
We present an approach to alter the perceived appearance of
physical objects by controlling their surrounding space. Many
real-world objects cannot easily be equipped with displays
or actuators in order to change their shape. While common
approaches such as projection mapping enable changing the
appearance of objects without modifying them, certain surface
properties (e. g. highly reflective or transparent surfaces) can
make employing these techniques difficult. In this work, we
present a conceptual design exploration on how the appear-
ance of an object can be changed by solely altering the space
around it, rather than the object itself. In a proof-of-concept
implementation, we place objects onto a tabletop display and
track them together with users to display perspective-corrected
3D graphics for augmentation. This enables controlling prop-
erties such as the perceived size, color, or shape of objects. We
characterize the design space of our approach and demonstrate
potential applications. For example, we change the contour of
a wallet to notify users when their bank account is debited. We
envision our approach to gain in importance with increasing
ubiquity of display surfaces.
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INTRODUCTION
In the virtual world, from traditional desktop computing to vir-
tual reality, changing the appearance of objects or interfaces is
one of the main means to communicate information. Objects
are altered in color for emphasizing them, they are hidden or
revealed when needed, or resized to afford manipulation or
communicate importance. Objects in virtual environments are
easy to modify: research in computer graphics explored creat-
ing complex visual changes in real-time, for example through
dynamic bump mapping [9] or environment mapping [10].
With the help of these techniques, arbitrary objects and alter-
ations are achieved.

Research in HCI and computer graphics aimed at enabling
similar techniques for objects in the real world. Projection
mapping (or spatial augmented reality) enables changing the
appearance of physical objects in real-time and on-demand
(e. g. [4, 15, 35, 49]), without the need to actually modify the
object. Projecting onto objects, however, is not always possi-
ble. Objects with transparent, dark or reflective surfaces are
unsuited for projection, and would lead to drastically compro-
mised image quality. Furthermore, projection mapping only
allows for alterations within the bounds of a target object. The
color or texture of an object may be changed, e. g. to optically
shrink an object, however, enlargement is not possible due to
the lack of projection surface (cf. [35]).

A different approach is to create objects directly from opti-
cally dynamic material (e. g. [36]), or equip them with in-situ
displays (e. g. [45]). These approaches, as well as work on
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physically dynamic interfaces (cf. [29]) and from the field
of ubiquitous computing (e. g. [60]), usually modify objects
by including functionality through sensors, displays or opti-
cally dynamic materials during manufacturing. This, however,
increases manufacturing complexity and later modifications
would require tampering with the underlying hardware.

In this work, we propose a different approach. Instead of
augmenting objects directly, we change their appearance by
altering their surrounding space. This enables changing the
appearance of objects without physical modification, and of
objects with surface properties unsuitable for projection. This
work provides a conceptual design exploration of our proposed
approach and an initial proof-of-concept implementation.

We take inspiration from work on visual illusions, which typ-
ically alter the perception of an object through other objects
that are present in its surroundings, similar to our approach.
Furthermore, we build on computer graphics research on how
objects are visually altered (e. g. through normal or environ-
ment maps). We create optically dynamic objects and con-
tribute one additional technique (besides existing techniques
such as projection mapping, shape-changing interfaces, and
optically dynamic materials) for bridging the virtual and the
real world.

We envision display surfaces to be ubiquitous in the future,
for example through electronic wallpapers or projection (e. g.
[48, 55]), so that objects are commonly surrounded by display
surfaces. Our approach then allows augmenting objects e. g.
for communicating information and status. Effects such as
changes in size, position, or color are rendered perspective-
corrected, which is enabled by tracking objects and users. As
an example, we extend physical objects with virtual shapes
such as the book in Figure 1 to increase its size. By showing
virtual content such as platforms or ramps underneath an ob-
ject, we can alter its perceived position, e. g. visually elevated
by placing it on a platform. We change the color of objects by
displaying differently colored areas in their close proximity.
To decrease visual saliency and effectively "hide" objects from
an observer, we blend them with the environment.

We demonstrate a proof-of-concept realization of our concept
with a conventional tabletop display and an optical tracking
system. We take inspiration from prior work on anamorphic
graphics (e. g. [7]) and ubiquitous display surfaces (e. g. [48,
55]). We show the possibility of changing the perceived size,
position, contour, color, or visibility of real-world objects. In
our current implementation, objects are manually specified by
users or are automatically recognized by our system based on
predefined marker sets. We employ these effects in three sce-
narios: as ambient displays, for notifications, and for increased
privacy. In the ambient display scenario, the color and posi-
tion of existing objects (water bottle, medicine box, keys) are
changed to communicate status. For displaying notifications,
we change the perceived contour of a wallet to get dynamic
spikes for indicating bank transactions. Lastly, by displaying
colored areas in an object’s surroundings we change its visi-
bility to "hide" it from distant observers for increased privacy
(we hide a phone on a user’s desk).

Contributions
• We provide a design exploration of the concept of altering

the appearance of existing, unmodified objects by display-
ing content in their surrounding space and characterize the
design space of the approach.
• We provide a proof-of-concept implementation with a con-

ventional display and an optical tracking system. It allows
changing the appearance of objects without equipping them
with additional output capabilities.
• We showcase three application scenarios demonstrating the

versatility of our concept.

RELATED WORK
In this section we discuss relevant related work that examined
direct and indirect augmentation of objects, as well as work
from the fields of shape-changing interfaces and optically
dynamic interfaces. Furthermore, we briefly review work on
visual illusions that inspired us for this work.

Direct augmentation
Direct augmentation refers to augmenting objects by display-
ing graphics directly onto them, for example through projec-
tion mapping. With Shader Lamps [49], Raskar et al. changed
the appearance of static objects through projection. Tangible
3D tabletop [15, 22] explored the connection of projection
mapping and tabletop displays for augmenting tangible ob-
jects. Valbuena [58] and AntiVJ’s Enghien [3] used projection
mapping for emphasizing geometry, 3D effects, and transform-
ing architecture. Bermano et al. [8] enriched the appearance
of animatronic heads. Hettiarachchi and Wigdor [24], while
focusing on haptic feedback, overlaid physical objects with
graphics through a head-mounted display. Illuminating clay
[47] augmented deformable surfaces for displaying volume
data. Lindlbauer et al. [35] combined shape-changing inter-
faces with spatial augmented reality for extending the optical
appearance of real-world interfaces.

With IllumiRoom [31], Jones et al. used projection mapping
for projecting visual content around a display for increased
immersion. In the RoomAlive [30] project, a room was aug-
mented with projection for spatial augmented reality gaming.
Bonanni et al. [12] augmented a kitchen with projection and
framed their work in the context of hyper-reality [11]. They
augmented existing objects with visual content for unobtru-
sive interaction such as a sink augmented with information on
water temperature.

All these works focused either on direct augmentation of ob-
jects or extension with additional virtual contents, while our
work focuses on extending existing real-world objects with-
out direct projection. This allows us to create effects that are
typically challenging to achieve such as enlarging objects as
well as to augment objects with surface properties unsuited
for projection (e. g. dark or transparent surfaces).

Indirect augmentation
Indirect augmentation refers to the augmentation of physical
objects by displaying virtual content around them. With Urp
[56] and I/O bulb [55], Underkoffler et al. augmented real-
world objects with shadows for conveying information and to
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Figure 2. Design space for objects with dynamic appearance through virtual surroundings. Cubes illustrate the target objects.

enrich architectural models. This was developed in the context
of the Luminous Room project [57], which aimed at unifying
input and output of virtual contents in the real world, mostly
through projection. On the same line, Naemura et al. [43] and
Moon [40] projected virtual shadows of real-world objects for
conveying a virtual light source.

These works enriched existing objects with illusions of shad-
ows, focusing on communicating information such as the cur-
rent time or augmentation for hedonic purposes. Our work
aims at extending objects, i. e. their appearance, through more
complex augmentations. By incorporating illusions such as
extended size and dynamic contours we argue that the space
of possible interactions is greatly extended.

Dynamic object appearance
Various approaches for altering the appearance by means of
hardware modification exist. Olberding et al. [45] augmented
objects with printed displays for altering their color and used
them e. g. as information displays. Lindlbauer et al. [36] cre-
ated transparency-controlled physical interfaces from optically
dynamic material, which change their perceived shape through
controlling the transparency of individual parts of an object.
Alexa and Matusik [1] created objects as reliefs that change
their appearance based on viewing angle. Other research
focused on recreating realistic surface properties through dy-
namic reflectance functions (e. g. [17, 27, 28]).

Besides these optically dynamic interfaces, research on shape-
changing interfaces altered the physical shape of devices for
fulfilling functional [26] or hedonic aims [62], and exploration
[29, 50]. They serve as input and output devices (e. g. [18, 34])
for applications such as telepresence or remote collaboration.

These works focus on in-situ modification of objects to allow
dynamical alteration of optical properties. Consequently, the
functionality of objects has to be known before manufactur-
ing. If the desired functionality changes at a later stage, the
objects have to be newly created. Our aim was to change the
appearance of objects dynamically without modifying them.
Additionally, our approach of visual augmentation does not
require individual objects to contain power sources, displays
or actuators for enabling their functionality.

Visual illusions
Wolf and Bäder [61] investigated inducing the illusion of a
deformable surface using virtual deformation. Besides re-

search from the fields of human–computer interaction and
computer graphics, our work is inspired by work on visual
illusions. We refer readers to different categorizations of vi-
sual illusions such as the work from Gregory et al. [19] and
Changizi et al. [13], which we took as inspiration for exploring
various effects such as size and color. Most classical illusions
such as Ebbinghaus (change in perceived size), Hering (per-
ceived line bend) or Chubb (change in perceived contrast)
work well with simple 2D stimuli such as circles and lines.
However, from our experience, the rather small effects ob-
served even when using 2D stimuli (the effect magnitude of
the classical Ebbinghaus illusion is around 20%, cf. [41]) van-
ish when employed with more complex real-world objects,
which we elaborate on later in this paper. Nonetheless, from a
broader point of view, we use these categorizations and create
effects based on 3D renderings for dynamically altering e. g.
the contour or perceived position of objects.

DYNAMIC OBJECT APPEARANCE THROUGH VIRTUAL
SURROUNDINGS
We developed a design space for dynamically altering the
appearance of objects by changing their surroundings, depicted
in Figure 2. The design space is inspired by work on non-
traditional displays [45], shape-changing interfaces [44, 50],
and interfaces facilitating dynamic object appearance [35, 36],
as well as taxonomies on visual illusions (e. g. [13, 19]).

Requirements
We created the design space with technologies such as (ubiq-
uitous) display surfaces in mind. For any augmentation, the
position and orientation of the object to be modified relative to
the display needs to be known. Depending on the desired ef-
fect, we also need coarse or precise information on the object’s
properties, such as its color (transmission and/or reflectance)
or shape (contours of full geometry). Most, but not all, effects
require perspective rendering from the viewpoint of the user,
which requires tracking the head or eye positions.

We place objects depicted throughout this paper onto a display.
For simulating display surfaces that are included in furniture,
we display a wooden surface texture in addition to the actual
effects. We envision that in the future, displays will be ubiq-
uitous, however currently our concept can only be achieved
by turning a display into an actual desk. By including display
surfaces into everyday furniture, objects that are surrounded
by a display can easily be augmented using our approach.



We argue that the design space generalizes beyond technolo-
gies used in this paper, such as see-through augmented reality
and projection. For all these technologies, also the environ-
ment surrounding an object can be visually altered, which is
the main requirement of our concept.

Dimensions
The design space consists of three dimensions, which are effect,
output, and target medium (Figure 2, left). Each effect has
a target, which is the object it alters. The perception of the
target is driven by the effect, which can be achieved with one
or more types of output. The target medium influences which
output and effects can be produced.

Effect
Size
The perceived size of an object is altered by virtually extending
the target, i. e. displaying a larger virtual object with edges
that are aligned to the target. This allows enlarging objects, as
displayed in Figure 3. However, it does not allow decreasing
the perceived volume of a target. In contrast, for methods like
projection mapping a reduction in size is easily achievable
(given a suitable projection target). For our approach, this
effect works best for displaying 3D contents around an object,
and also works for targets unsuitable for projection.

Figure 3. Effect of size. The cube is virtually extended to increase its size.
Only the small cube (left) is an actual physical object, ground texture,
shadows and extensions (center and right) are on-screen renderings.

Position
Our method alters the perceived position of a target, specif-
ically it allows "raising" the target by adding virtual objects
such as platforms underneath (see Figure 4). By rendering
virtual ramps, the illusion of a tilted object can be induced
(shown in Figure 1, center). The magnitude of this tilting
effect, however, is relatively small from our experience due to
other cues such as stereoscopic vision. Displaying shadows for
physical and virtual objects adds to the realism of this effect.

Another method to induce changes in perceived position be-
sides using solid virtual objects (e. g. the platform) is to add
virtual shadows which make an object appear levitating on the
surface (related to [43, 56]). This effect of perceived levitation,
however, not only requires the addition of virtual shadows, but
also a motion of the displayed ground texture dependent on the
observer’s current position. The ground texture is moved in
concert with the motion of the observer to induce the illusion
that the target is floating on the ground. We refer readers to
the accompanying video for a demonstration of this and all
other effects.

Figure 4. Effect of position. The cup is raised by placing it on a platform.

Contour
Similar to effects of size, the contour of an object can be
altered, as shown in Figure 5. In the case that the target
contains holes like the cup in Figure 5, those can be shrunk
or fully closed. Similarly, the outline of the target can be
modified, for example for notifications (e. g. the contour of a
phone becomes "spiky").

This again highlights the complementary nature of our ap-
proach compared to projection mapping. For projection map-
ping (i. e. directly projecting onto objects), holes can be ren-
dered if the background is known (i. e. video see-through,
cf. [35]), however holes cannot be closed due to the lack of
display surface. Our method allows to close holes in a surface,
however it cannot render additional holes into the target.

Figure 5. Effect of contour. The cup is augmented with a virtual contour.
The hole of the handle is shrunk (left) and the contour is altered (right).

Color
Modifying the color of an object can be an effective way for
communicating information or status. The means of mod-
ification to change the color depend on the target medium.
Transparent objects, as shown in Figure 1 (right), can be al-
tered by displaying differently colored areas behind objects.
The notion of "behind" depends on the viewing position and
needs to be adapted according to the user’s head position.

The color of non-transparent surfaces is altered by displaying
colored areas around the target, depicted in Figure 8. This
allows for exploiting light coming from the display surface,
effectively shining colored light onto objects. This effect is
increased with the surface reflectance of the target object. The
process of finding the corresponding area on which color has
to be displayed for covering the whole target can be compared
to ray tracing. Since the geometry of the target is know, rays
can be traced from the observer’s position to the target and
follow their reflection. The area covered by the rays bouncing
from the surface of the target corresponds to the minimum
area that needs to be colored to change the color of the target.



Visibility
By extending the uniformly colored areas of a target, its visual
saliency can be altered. As shown in Figure 6, the outline of
the phone is less visible by displaying a black area around it.
The surface of the target is extended, drawing attention away
from the actual target. This is useful in situations where users
don’t want objects to be immediately visible, for example
drawing attention away from the phone when briefly leaving
their desk. For targets with higher frequency textures, the tex-
tures can also be extended. We also call this effect of altering
the surroundings to hide objects the inverse camouflage effect.
In contrast to classical camouflage techniques where the color
of a target is altered, we alter the surrounding space to visually
hide the target.

Figure 6. Effects of visibility. The target (phone, top left) is hidden by
displaying matching color in its surroundings (bottom).

Output
The dimension output refers to the type of rendering that is
employed for displaying effects, which can be either in 2D or
3D. While all renderings are obviously 2D (i. e. on a display),
this dimension refers to the perception of virtual contents by
the observer. 2D output, as used in classical illusions, can yield
changes in color and visibility (Figure 8 and 6, respectively).
For observers, these effects are flat 2D stimuli, without any
notion of 3D. This means that the vanishing point is solely
dependent on the observer’s location. Since no perspective-
corrected rendering is needed, 2D effects have the benefit that
only the target’s approximate position and size have to be
known, not its exact geometry or the user’s position.

3D output (off-axis view shown in Figure 7) is required to
correctly align physical and virtual objects when creating ef-
fects such as changes in contour, size or position. Thus, those
effects are created with respect to the observer’s location as
well as with knowledge of the object’s position and geometry.

3D output aims at being indistinguishable from targets, which
is challenging with current displays due constraints in color
and resolution (our current display only has a resolution of
about 38 pixels per inch). We discuss technical requirements
for high quality illusions in the implementation section.

Figure 7. Top view (off-axis) of effects of size, position and color.
All graphics, including the wooden surface texture, around the targets
(book, keys, bottle) are displayed on a 42 inch horizontal display. Graph-
ics are rendered perspective-corrected to appear 3D.

Target medium
We categorize three different target media for our approach.
The medium governs which effects can be achieved as well as
their effectiveness. Targets with diffuse surface are suitable for
effects that do not rely on reflection and transparency, such as
changes in size, contour or position. Effects of color (shown
in Figure 8 with a reflective target), are possible, however their
effect is weaker than for other media when employed on a
target with diffuse surface. This is because effects of color
rely on directed reflection, which is weak for diffuse objects.

Targets with reflective surface properties such as the green cup
in Figure 8 (bottom) are suitable for changes in size, position
or contour, and also suitable for effects of color that are based
on reflection.

Figure 8. Effect of color with an reflective opaque surface. The reflection
on the surface in combination with the displayed color alter the target’s
color.

Lastly, targets with transparent surface are especially suitable
for effects of color. Altering the color of transparent surfaces
is highly challenging for techniques that rely on direct projec-
tion. Our approach results in the perception of a dynamically
colored target, as shown in Figure 1 (right), although it really
is the surface behind the objects that is modified.

IMPLEMENTATION
Our system uses a passive-marker optical tracking system
(OptiTrack), and a control application written in C++ with
openFrameworks1 for rendering. Graphics are displayed on a
horizontally-placed 42 inch LCD screen (Philips 42PF7621D,
resolution 1366 × 768 pixels, 38 pixels per inch). We chose
this display for its low parallax, i. e. there is little space be-
tween objects placed on the display and the virtual content.

1http://openframeworks.cc/

http://openframeworks.cc/


Our system tracks the display surface, the user’s head, and
objects placed on the display. For perspective-corrected ren-
dering we match the virtual camera’s position to the tracked
head position. The view frustum is modified so that the corner
points of the near and far plane align with the corners of the
tracked display, which is commonly referred to as fish-tank
augmented reality (cf. [37, 53]), used for example for 3D
tabletop displays [23, 42] or 3D see-through displays [25].

The virtual objects surrounding the real-world objects were
designed to match the shape of the target objects. Coarse
3D shapes were created programmatically or 3D modeled as
proxies for the physical objects (e. g. a simple box for the
wallet in Figure 10). This is necessary since effects of size,
contour and color (for transparent objects) require knowledge
of a target’s geometry. Colors were manually adjusted to
decrease the perceived difference between the target and the
augmentation. Objects placed on the display are recognized
based on their markers, configured as predefined marker sets
(rigid bodies) in the OptiTrack control software.

Limitations of virtual extensions
For effects of size, target objects are visually extended with
virtual content that is aligned to the target. This, however,
only works if the area of the target that should be extended
is facing away from the observer. Consider an observer’s
viewing direction ~v ∈ R3 that is pointing towards a face on
the surface, whose normal is denoted by ~n ∈ R3. We then
calculate the angle α between the two vectors ~v and ~n. The
extension can only be display correctly if |α|< 90◦, i. e. the
virtual content is displayed without being occluded by the
target, as depicted in Figure 9, left. If the angle is larger than
90◦, the augmentation is occluded by the target, effectively
hindering correctly displaying the virtual extension, illustrated
in Figure 9, right. In our implementation, if α is approaching
90◦, the extension is set to zero length, effectively disabling
the illusion of extended size for the particular face. We chose
this method to not break the illusion of extension.

real object real object

augmentation occlusion

Figure 9. Extending a target only works if the normal of the extended
side faces away from the observer (left). If the angle formed by the nor-
mal of the extended face and the viewing direction is larger than 90◦, the
target occludes the virtual content (right).

Technical considerations
Our proof-of-concept implementation does not provide the
visual fidelity to make virtual content and real-world objects
undistinguishable. In the following, we discuss the most im-
portant aspects which systems would need to provide to allow
for such high quality visual effects.

Tracking the user’s eye position for displaying 3D contents
Accurately displaying 3D contents requires providing two dif-
ferent images for the user, one for each eye. Therefore, not

only head tracking but eye-position tracking is needed. This
aspect is especially important when aligning virtual 3D con-
tent with real-world objects when viewed from close proximity
(distance < 1.5 m). When only a single image is provided, ver-
gence discrepancies may arise, i. e. the virtual and real-world
object are only correctly aligned for one eye. Autostereo-
scopic displays (e. g. [16, 46]) overcome these challenges, for
example by tracking user’s eyes with a retroreflective cam-
era and providing two different images with an active shutter
[46]. This approach can be extended to multiple users with a
multiview parallax display (e. g. [2]).

Recognizing objects to allow for augmentation
To enable augmentation, objects that are situated in a user’s
environment have to be detected and, if needed, recognized.
Detecting objects for example through segmentation has been
demonstrated using commodity depth cameras, e. g. by Karpa-
thy et al. [32] or Valentin et al. [59]. The resulting data can
serve as input for recognition systems, e. g. model-based ap-
proaches such as by Mian et al. [38]. Besides camera-based
sensing techniques, it is possible to include sensors directly
into objects (e. g. using RFID [39], or optical markers like in
our prototype) and combine this with position tracking. All
these approaches require a priori knowledge of the objects
that should be augmented (i. e. their shape, color, texture,
illumination).

Matching color & material of virtual and real-world objects
Accurately determining the texture and other material prop-
erties such as transparency of physical objects can be chal-
lenging. While a camera is sufficient for simple color track-
ing, more complex surface properties such as reflectance of
transparency are not captured. Tracking the reflectance and
transparency of objects can be performed e. g. using active
LED-based approaches ([5, 21, 51]). For these approaches,
objects are illuminated with LEDs with different wavelengths
for gathering their optical properties. While those systems
achieve high accuracy, specialized hardware is required. Al-
ternatively, camera-based machine learning approaches can be
used (e. g. using SVM classifiers [52]). Those provide a good
balance between hardware requirements and fidelity of the
results. Due to changes in ambient illumination, a closed-loop
approach for capturing and displaying colors (e. g. [20]) is
needed for all approaches.

APPLICATIONS

Application 1: Ambient displays
We created three different ambient display applications. First,
our system changes the perceived color of a transparent wa-
ter bottle from green to yellow to red dependent on the time
elapsed since the user drank last (see Figure 1, right). Sec-
ondly, we augment a pack of medicine with a virtual platform.
The platform raises slowly to convey an elevated position to
remind users of taking their medication. Finally, we display a
virtual platform underneath a set of keys (as in Figure 1, cen-
ter). When the user leaves the desk, one side of the platform is
lowered, thus the platform becomes a ramp. This virtual ramp
should remind users to not forget their keys. All these per-
ceptual changes are achieved without actually modifying the
object and aim at unobtrusively capturing the user’s attention.



Application 2: Notifications
We use virtual contents for displaying notifications to users.
We augment a wallet (shown in Figure 10) for helping users
keep track of their bank transactions, inspired by the Prover-
bial Wallet by Kestner et al. [33]. The wallet changes its
contour every time money is withdrawn from the account,
for example from monthly subscriptions or transactions on a
shared credit card. The shape, size and speed of the dynamic
contour correlate with the amount spent, i. e. the higher the
amount, the larger and faster the notification gets.

Figure 10. The wallet changes its contour when money is debited from
the user’s bank account.

Application 3: Privacy
Users can hide objects in their workplace by virtually blending
them into the surrounding space. Our system detects objects
based on their markers placed in the environment and modifies
the color of the surroundings. This way, objects draw less vi-
sual attention since their color or contour becomes less salient.
As an example, a phone placed on a desk (see Figure 6) is
less easily visible from a distance. We exploit the fact that
larger, uni-color areas (i. e. the target and the area around it)
potentially attract less attention than individual objects with
sharp contours and distinct colors (cf. [54]).

PRELIMINARY EXPERIMENTATION
In order to gather preliminary insights if users are able to
perceive our proposed effects, we performed a small scale
experiment. We placed a 3D printed cube (side length 40 mm,
known to participants) on a virtual platform (see Figure 11)
and randomly varied the height of the platform between 10 mm
and 110 mm. Eight participants (3 female, all staff from local
university) were asked to estimate the height of the virtual
platform in 10 trials each.

The data of these 80 trials is well approximated by a
linear model, showing a mean estimation error of 14.5%
(SD=11.5%), i. e. 11.3 mm (SD = 10.4 mm). A simple lin-
ear regression was calculated to predict participants’ estimate
based on the actual height of the virtual platform. A significant
regression equation was found (F1,14 = 486.585, p < .001),
with an R2 of .862. Participants’ estimated height is equal to
3.388+1.113 (actual height), measured in millimeters. This
shows that participants perceived the desired effect of an ele-
vated physical object and that the desired effect size strongly
correlates with its perception. While none of our participants
were ’fooled’ by the effects due to the low fidelity of current
implementation, they were able to perceive the desired effect.
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Figure 11. Top: Participants were asked to estimate the randomly var-
ied height of the virtual platform underneath the white 3D printed cube
(here from left to right: 10 mm, 40 mm, 100 mm). Bottom: Data collected
in our preliminary experiment with fitted linear model.

DISCUSSION
Altering existing objects and devices through virtual illusions,
or more generally, through displaying contents around them
has a number of benefits compared to existing approaches,
summarized in Table 1. Direct augmentation techniques such
as projection mapping allow changing the appearance of ob-
jects, however only if the objects exhibit surface properties
that are suitable for projection. Many works on augmented
reality focused on the addition of virtual contents (e. g. ren-
dering virtual characters) to real scenes (e. g. [6, 25]). Our
work focused on changing existing objects, for example chang-
ing their color or perceived size. Shape-changing interfaces
require including the desired functionality during manufactur-
ing, however modification of existing devices is not always
feasible. Additionally, changes in perceived size such as a
mechanical increase in volume can be challenging to achieve.
Transparency-controlled interfaces [36] allow for alterations
of volume and visibility, however they also have to be manu-
factured with these functionalities in mind. Furthermore, they
do not allow changing the color of targets and their ability to
induce the illusion of changed position is limited.

Our approach
Projection
mapping

SCI TCI

Size larger (smaller) 3 3

Position 3 5 3 5

Contour 3 (3) 3 5

Color 3 (3) 5 5

Visibility 3 (3) 5 3
Table 1. Comparison of different techniques: our approach, projection
mapping, shape-changing interfaces (SCI), and transparency-controlled
interfaces (TCI, [36]). Effects created with projection mapping are
marked in brackets since they require a suitable projection surface.

However, our work yields limitations in terms of visual
changes that are possible to achieve as well as providing feed-
back other than of visual nature.



Tactile limitations
Our proposed concept does not provide any dynamic tactile
sensation. While it is still suitable for interactions where no
tactile feedback is needed (e. g. ambient displays, distant
interaction, peripheral interaction), it lacks the tactile qualities
of shape-changing interfaces. However, it has benefits in terms
of rendering possibilities (e. g. changing the perceived size).

Visual fidelity and stereo vision
Making virtual contents indistinguishable from physical ob-
jects is challenging, as discussed above on a technical level.
Systems aiming at providing high quality object augmentation
have to meet requirements in terms of display quality (resolu-
tion and capability to accurately reproduce materials), stereo
rendering as well as system responsiveness. Not meeting one
of those requirements will most likely break perceptual effects.
We aimed at providing an initial design exploration of our
proposed approach. Our current prototype does not aim at
’fooling’ users into believing that the illusions are real, but at
conveying information through visual effects.

Figure 12. The Ebbinghaus illusion for a simple target (puck, top) and a
geometrically more complex target (cup, bottom). Although both pucks
have exactly the same size (36 mm), the right one appears to be larger.
The illusion was not present for more complex objects like the cup.

CLASSICAL VISUAL ILLUSIONS IN 3D
We see our approach related to work on visual illusions, which
typically have a target object that is perceptually altered by
surrounding objects. However, even typically strong visual
illusions such as the Ebbinghaus illusion (see Figure 12) only
have an effect magnitude of about 20% (cf. [41]). Other il-
lusions such as the Watercolor or the Delbouef illusion yield
even more subtle effects (cf. [13]). Illusions such as Ponzo or
Hering work well in 2D since they rely on a mismatch of 2D
and 3D visual sensation (“errors in perception”, [19]).

When applying these illusions to complex 3D stimuli, however,
effects such as increase in size did not emerge in our initial
experiments. As shown in Figure 12 (top), the Ebbinghaus
illusion when used on a simple 3D printed cylinder triggers
the illusion that the right target is larger than the left one

(both have the same size). When used on geometrically more
complex objects like the cup in Figure 12 (bottom), the illusion
is not present. The same is true e. g. for contrast illusions like
the Chubb illusion [14] (or simultaneous contrast effect), as
illustrated in Figure 13. The Chubb illusion yields a change in
perceived contrast when a target is surrounded by differently
colored area (e. g. lighter background yields darker object).

Figure 13. Comparison of the classical Chubb illusion with 2D primitives
(top) and real-world objects (bottom). Objects in the center have the
same color. For the classical illusion, the left object in the center appears
darker, especially when focusing on the red cross in the center. This
effect is highly decreased for real-world objects.
These observations lead us to believe that knowledge from
classical illusions in 2D is not easily transferable to complex
3D stimuli. Therefore, we resorted to a more complex envi-
ronment using techniques from computer graphics (such as
perspective-corrected 3D rendering) for creating the illusion
of dynamic appearance. We emphasize that this does not nec-
essarily mean that classical illusions do not work in 3D. We
note, however, that it might require very careful design of
(new) illusions and parameter tuning before effects emerge.
We believe more research is needed to understand the effect
of classical illusions effective in ’flat’ environments in the
context of genuinely 3D stimuli.

CONCLUSION
We presented a design exploration of an approach for altering
the appearance of a physical object by displaying content in its
surrounding space. Our approach does not require modifying
an object’s shape and it is applicable even when projection
mapping is not possible. We achieve different effects such as
changes in perceived size, color, position or contour. The per-
ceptual change is very effective, in particular considering that
the actual real object is unaltered, and it works with virtually
any type of object and material. The effect may be used in
various applications, of which we show ambient information
displays, notifications, and increased privacy as prototypical
examples. In conjunction with other modes of altering the
perception of reality our approach is suitable in a much wider
context, which we would gladly explore in the future.
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